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A real matrix A of size m × n

is a rectangular array of numbers aij ∈ R with m rows and n

columns

A =


a11 a12 · · · a1n

a21 a22 · · · a2n
...

...
. . .

...

am1 am2 · · · amn

 = (aij) i = 1 . . .m.

j = 1 . . . n.

The set of all matrices of size m× n is denoted by Mm×n.

2 /18



Particular matrices:

• n = 1. Column vector → V =


v1
...

vm

.

• m = 1. Row vector → V = (v1, · · · , vn).

• m = n. Square matrix.

• m 6= n. Rectangular matrix.

• Zero matrix m × n:

0mn =


0 0 · · · 0

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0


m×n

• Identity matrix of size n:

In =


1 0 · · · 0

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1


n×n
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The main diagonal of a square matrix A = (aij) consists of the

elements a11, a22, . . . , ann.

If A is a n × n square matrix,

A is upper triangular if

aij = 0 whenever i > j .
a11 ∗ · · · ∗
0 a22 · · · ∗
...

...
. . .

...

0 0 · · · ann

 .

A is lower triangular if

aij = 0 whenever i < j .
a11 0 · · · 0

∗ a22 · · · 0
...

...
. . .

...

∗ ∗ · · · ann

 .

If the only nonzero elements in a square matrix are the ones in the

main diagonal, the matrix is said to be diagonal.
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Addition of matrices of the same size m × n

A + B =


a11 + b11 a12 + b12 · · · a1n + b1n

a21 + b21 a22 + b22 · · · a2n + b2n
...

...
. . .

...

am1 + bm1 am2 + bm2 · · · amn + bmn

 .

Properties: For A,B,C ∈ Mm×n

• Commutativity: A + B = B + A.

• Associativity: (A + B) + C = A + (B + C ).

• Identity element: A + 0mn = A = 0mn + A.

• Opposite element: A + (−A) = 0mn.
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Scalar multiplication by λ ∈ R

λA =


λa11 λa12 · · · λa1n

λa21 λa22 · · · λa2n
...

...
. . .

...

λam1 λam2 · · · λamn

 .

Properties: For A,B ∈ Mm×n and λ, µ ∈ R,
• Distributivity with respect to scalars: λ(A + B) = λA + λB.

• Distributivity with respect to matrices: (λ+ µ)A = λA + µA.

• Associativity: λµA = λ(µA).

• Identity element: 1A = A.
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Matrix product of A by a vector v

Av = A


v1
...

vn

 =


a11v1 + a12v2 + · · ·+ a1nvn

a21v1 + a22v2 + · · ·+ a2nvn
...

am1v1 + am2v2 + · · ·+ amnvn


= v1


a11

...

am1

+ v2


a12

...

am2

+ · · ·+ vn


a1n

...

amn

 =

= v1A1 + v2A2 + · · ·+ vnAn.

where Ai is the i-th column of A.

Then the multiplication Av is a linear combination of

the columns of A.
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Matrix multiplication of A ∈ Mm×n by B ∈ Mn×p:

If we write the matrix B = [B1|B2| · · · |Bp] by columns,

AB = A[B1|B2| · · · |Bp] = [AB1|AB2| · · · |ABp],

is a m × p matrix and (AB)ij = ai1b1j + ai2b2j + · · ·+ ainbnj .

Properties: For A ∈ Mm×n, B,C matrices of suitable size and

λ ∈ R,

• A(BC ) = (AB)C

• A(B + C ) = AB + AC

• (B + C )A = BA + CA

• λ(AB) = (λA)B = A(λB)

• ImA = A = AIn

• A0np = 0mp, 0rmA = 0rn

Be careful: Matrix multiplication is not commutative:

AB 6= BA.

8 /18



Transpose matrix

Let A ∈ Mm×n, the transpose matrix of A is a matrix of size

n ×m such that its columns are the rows of A. The transpose

matrix of A is denoted by AT .

Example: If A =

(
1 0 2

3 4 6

)
, then AT =

1 3

0 4

2 6

.

Properties: For matrices A,B of suitable size and λ ∈ R,

• (AT )T = A.

• (A + B)T = AT + BT .

• (λA)T = λAT .

• (AB)T = BTAT . Note the change in the order of

matrices.
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A matrix A is...

• symmetric if AT = A. (Then A must be square).

• skewsymmetric if AT = −A. (Then A must be square).

• orthogonal if ATA = AAT = I . (A is not necessarily square).

A square matrix A of size n × n has inverse...

if there exists a n × n matrix A−1 such that

AA−1 = A−1A = In.

The matrix A−1 denotes the inverse matrix of A.

If A is invertible,

the systems of linear equations Ax = b has a unique solution and

it is given by x = A−1b.
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Properties: For invertible matrices A and B of suitable size,

• (A−1)−1 = A.

• (AB)−1 = B−1A−1.

• (AT )−1 = (A−1)T .

• The inverse matrix is

unique, if it exists.

How to compute the inverse matrix by elementary row

operations (ERO):(
A | In

) ∼
By ERO

(
In | A−1

)
.

The identity matrix has the same size as the matrix A.
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Determinants

A scalar can be assigned to any square matrix. That scalar is

called determinant.

How to compute determinants of matrices A ∈ Mn×n

with n = 2 and n = 3. (Rule of Sarrus)

• A =

(
a11 a12

a21 a22

)
, detA = |A| = a11a22 − a12a21.

•

∣∣∣∣∣∣∣
a11 a12 a13

a21 a22 a23

a31 a32 a33

∣∣∣∣∣∣∣ = a11a22a33 + a12a23a31 + a13a21a32

−a31a22a13 − a32a23a11 − a33a21a12.
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For a square matrix A ∈ Mn×n:

• The determinant associated with aij is the determinant of

the matrix Aij of size (n − 1)× (n − 1) obtained by removing

the i-th row and the j-th column of the matrix A.

Example: A =

 1 0 3

−2 4 0

1 1 1

, detA21 =

∣∣∣∣∣0 3

1 1

∣∣∣∣∣ = 0− 3 = −3.

• The (i , j)-cofactor Cij is the value (−1)i+jdetAij = Cij .

In the previous example, C21 = (−1)2+1detA21 = −(−3) = 3.

• The adjugate matrix of A is the matrix of size n × n that

consists of the (i , j)-cofactor of all the elements in A:

AdjA =


C11 . . . C1n

...
. . .

...

Cn1 . . . Cnn

 .
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The determinant of any n × n square matrix A is

computed as:

• a cofactor expansion across the i-th row:

detA = |A| = ai1Ci1 + · · ·+ ainCin,

• or a cofactor expansion across the j-th column:

detA = |A| = a1jC1j + · · ·+ anjCnj .

Usually we choose the row or column with more zeroes

to compute the determinants as a cofactor expansion

across it to simplify the computations.
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Properties of the determinants for A ∈ Mn×n:

Associated with elementary row operations:

• If A
λRi+Rj→Rj∼ B, then detA = detB.

• If A
Ri↔Rj∼ B, then detA = −detB.

• If A
λRj→Rj∼ B, then detB = λdetA.

Other properties:

• If two rows are equal or proportional, detA = 0.

• If a matrix has a row of zeroes, detA = 0.

• If a matrix is invertible, detA 6= 0.

• If a matrix is upper or lower triangular or diagonal, then

detA = a11 . . . ann.

• det(A−1) =
1

detA
.

• det(λA) = λndetA.

• det(In) = 1.

• det(AB) = det(A)det(B).

• det(AT ) = det(A).
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Application of determinants:

• To compute the inverse matrix: A−1 =
1

detA
(AdjA)T .

Example: A =

1 2 3

1 3 4

1 4 6

, detA = 1, AdjA =

 2 −2 1

0 3 −2
−1 −1 1

.

Then, A−1 =

 2 0 −1
−2 3 −1
1 −2 1

.

• Cramer’s rule: The solution of the system Ax = b if

detA 6= 0 is given by

xi =
detAi (b)

detA
,where Ai (b) = (A1 . . .Ai−1 b Ai+1 . . .An)

and Ai denotes the i-th column of the matrix A.
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Example of how to solve the systems by Cramer’s rule.

Given the following system

(
3 −2

−5 4

)(
x1

x2

)
=

(
6

8

)
.

In this case A =

(
3 −2

−5 4

)
and b =

(
6

8

)
.

As detA = 12− 10 = 2 6= 0, we can use Cramer’s rule to compute

the solution of the system Ax = b.

The matrices we need are

A1(b) =

(
6 −2

8 4

)
, A2(b) =

(
3 6

−5 8

)
.

Then,

x1 =
detA1(b)

detA
=

24 + 16

2
= 20, x2 =

detA2(b)

detA
=

24 + 30

2
= 27.
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Characterization of invertible matrices.

Let A ∈ Mn×n. The following statements are equivalent:

1 A is invertible.

2 A is a row equivalent matrix to the identity matrix In.

3 A has n pivot positions.

4 A has n pivot columns.

5 detA 6= 0.

6 The systems of linear equations Ax = 0 has a unique solution,

the trivial one xn = 0n.

7 For each b ∈ Rn the system of linear equations Ax = b has a

unique solution.
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