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## 1. Exam exercises

Exercise 1 June 2015 exam.
Given a MIPS processor with a pipeline that has two separate register files (one for integers and the other one for floating point numbers). The integer register bank has 32 registers. The floating-point register bank has 16 double-precision registers ( $\$ \mathbf{\$ 0}, \$ \mathbf{f} 2, \ldots, \$ \mathbf{f 3 0}$ ).

We assume that we have enough fetch and decode bandwidth to execute one instruction per cycle without stalls (with the exception of stalls associated to data dependencies).

Table 1 shows the extra latencies related to some types of instructions. These latencies have to be considered when there are data dependencies. When there are no dependencies, these extra latencies are not applicable.

Cuadro 1: Additional latencies per instruction

| Instruction | Additional latency | Operation |
| :--- | :--- | :--- |
| ldc1 | +2 | Loads a 64 bit value into a floating point register. |
| sdc1 | +2 | Stores a 64 bit value into main memory. |
| add.d | +4 | Adds double precision floating point registers |
| mul.d | +6 | Multiplies double precision floating point registers. |
| addi | +0 | Adds a value and an integer register. |
| subi | +0 | Subtracts a value from an integer register. |
| bnez | +1 | Branches if a register value is zero. |

Instruction bnez uses delayed branching with one delay slot.
We intend to execute the following code in the previous architecture:

```
loop: ldc1 $f0, ($t0)
    ldc1 $f2, ($t1)
```

```
add.d $f4, $f0, $f2
mul.d $f4, $f4, $f6
sdc1 $f4, ($t2)
addi $t0, $t0, 8
addi $t1, $t1, 8
subi $t3, $t3, 1
bnez $t3, loop
addi $t2, $t2, 8
```

The initial register values are:

- \$t0: 0x00100000.
- \$t1: 0x00140000.
- \$t2: 0x00180000.
- \$t3: 0x00000100.

Complete the following tasks:

1. Enumerate the RAW dependencies related to the previous code.
2. Show all the stalls that are produced when one single code iteration is being executed. Show the overall number of cycles per iteration.
3. Schedule the loop instructions in order to reduce the number of stalls.
4. Unroll the loop in the following way: each unrolled iteration processes four array positions. Obtain the resulting speedup. Note: use real register names (\$f0, $\$ \mathbf{f} 2, \ldots, \$ \mathbf{f 3 0})$.

IMPORTANT: The solutions that do not use real existing registers (e.g.: \$f2' o \$f2") will not be considered valid.

## Solution 1

Dependencies If the instructions are numbered sequentially starting at I1 (Up to I10), the following RAW dependencies can be identified:

1. $\$ \mathrm{f0}: \mathbf{I} 1 \rightarrow \mathrm{I} 3$.
2. \$f2: I2 $\rightarrow$ I3.
3. $\$ \mathrm{f} 4: \mathbf{I} \mathbf{~} \rightarrow \mathbf{I} 4$.
4. $\$ \mathrm{f} 4: \mathrm{I} 4 \rightarrow \mathbf{I} 5$.
5. $\$ \mathrm{t} 3: \mathbf{I 8} \rightarrow \mathbf{I} 9$.

Stalls The following are the stops that occur when executing the code:

| ldc1 \$f0, (\$t0) | \#I1 |
| :---: | :---: |
| ldc1 \$f2, (\$t1) | \#I2 |
| <stall> x 2 |  |
| add.d \$f4, \$f0, \$f2 | \# 13 |
| <stall> x 4 |  |
| mul.d \$f4, \$f4, \$f6 | \# 14 |
| <stall> x 6 |  |
| sdc1 \$f4, (\$t2) | \#I5 |
| addi \$t0, \$t0, 8 | \#I6 |
| addi \$t1, \$t1, 8 | \#I\% |
| subi \$t3, \$t3, 1 | \#I8 |
| bnez \$t3, bucle \#I9 |  |
| addi \$t2, \$t2, 8 | \#I10 |

In total, 22 cycles are required.

Loop scheduling Reordering instructions can reduce the number of stalls:

| ldc1 \$f0, (\$t0) | \# I1 |
| :---: | :---: |
| ldc1 \$f2, (\$t1) | \#I2 |
| addi \$to, \$to, 8 | \#I6 |
| addi \$t1, \$t1, 8 | $\# I^{7}$ |
| add.d $\$ \mathrm{f} 4, \$ \mathrm{f0}, \$ \mathrm{f} 2$ | \#I3 |
| subi \$t3, \$t3, 1 | \#I8 |
| <stall> x 3 |  |
| mul.d \$f4, \$f4, \$f6 | \#I4 |
| <stall> x 6 |  |
| sdc1 \$f4, (\$t2) | \#I5 |
| bnez \$t3, bucle \#I9 |  |
| addi \$t2, \$t2, 8 | \#I10 |

A total of 19 cycles are required.

Unrolled loop Unrolling the loop with a factor of four obtains:

```
ldc1 $f0, ($t0)
ldc1 $f2, ($t1)
ldc1 $f8, 8($t0)
ldc1 $f10, 8($t1)
ldc1 $f14, 16($t0)
ldc1 $f16, 16($t1)
ldc1 $f20, 24($t0)
ldc1 $f22, 24($t1)
add.d $f4, $f0, $f2
add.d $f12, $f8, $f10
add.d $f18, $f14, $f16
add.d $f24, $f20,$f22
<stall>
mul.d $f4, $f4, $f6
mul.d $f12, $f12, $f6
mul.d $f18, $f18, $f6
mul.d $f24, $f24, $f6
addi $t0, 32
addi $t1, 32
<stall>
sdc1 $f4, ($t2)
sdc1 $f12, 8($t2)
sdc1 $f18, 16($t2)
sdc1 $f24, 24($t2)
subi $t3, 4
bnez $t3, bucle
addi $t2, 32
```

In total, 27 cycles are required every 4 iterations. That is 6,75 cycles per iteration
Exercise 2 January 2015 exam.

The following code fragment is stored starting from memory address $\mathbf{0 x} \mathbf{1 0 0 0 1 0 0 C}$ in a machine where all instructions occupy 4 bytes:

```
loop: lw $r2, 0($r0)
addi $r3, $r2, 20
sw $r3, 0($r1)
addi $r0, $r0, 4
addi $r1, $r1, 4
bnez $r2, loop
```

This code runs in a machine with a L1 data cache which is 2 ways set-associative and with a size of 32 KB and a L1 instruction cache with the same characteristics. It also has a L2 unified cache which is 8 ways set-associative with a size of 1 MB . In both cases the line size is 32 bytes. It is assumed that a cache hit in L 1 requires 4 cycles, a cache hit in L2 requires 14 additional cycles, and penalty for bringing a memory block from main memory to L2 is 80 cycles. All caches have a write-back policy.

Initially, value of registers are:

- \$r0: 0x00010000.
- \$r1: 0x00080000.

Starting from location $\mathbf{0 x 0 0 0 1 0 0 0 0}$ all the values in memory are different from zero until location $0 x 000100 \mathrm{FC}$. In memory location $0 \times 000100 \mathrm{FC}$ there is a zero value.

1. Determine which should be the average access time assuming that a program (different from the one above) performs on average 2 data accesses per instruction and has the following miss rate:

- L1 instructions: 10 \%
- L1 data: $5 \%$
- L2: 2 \%

2. Determine the number of misses produced during the execution of the provided code fragment for data L1 cache, instruction L1 cache, and L2 cache.
3. Prepare a time diagram for a MIPS architecture with a 5-stage pipeline, for the first loop iteration assuming that initially there are no data and no instructions in caches and with the following considerations:

- There is no forwarding hardware.
- Architecture allows that an instruction writes a register and another instruction reads that same register without problems.
- Branches are handled flushing the pipeline.
- Effective branch addresses are computed in the execution stage.

NOTE:
4. Keep in mind when preparing the diagram the stalls due to misses in cache hierarchy for instructions (stage IF) as well as for data reads and writes (stage M).
5. Repeat the time diagram for the second iteration.

## Solution 2

Average access time Regarding the accesses to the level 1 cache, there are 2 data access for each access to instructions. Therefore, the failure rate is obtained through a weighted average:

$$
\begin{aligned}
& m_{L 1}=\frac{m_{L 1 I}+2 \cdot m_{L 1 D}}{3} \\
& m_{L 1}=\frac{0,1+2 \cdot 0,05}{3}=\frac{0,2}{3}=0,0667
\end{aligned}
$$

Therefore the average access time would be:

$$
T=4+m_{L 1} \cdot\left(14+m_{L 2} \cdot 80\right)=4+0,0667 \cdot(14+0,02 \cdot 80)=5,04 \text { ciclos }
$$

Number of misses The loop is executed $\frac{2^{8}}{4}=2^{6}=64$ iterations.
We will analyze the instructions and data access separately.
The first statement is stored in the $\mathbf{0 x 1 0 0 0 1 0 0 C}$ address. The last Instruction is stored at address $\mathbf{0 x 1 0 0 0 1 0 0 C}+(6-1) * 4=\mathbf{0 x 1 0 0 0 1 0 2 0}$.

In the first iteration, the first instruction generates a cache miss and brings the address block $0 \times 10001000-0 \times 1000101 F$, which contains the instruction. The following instructions (I2, I3, I4, And I5) generate cache hits. Lastly, instruction I6 re-generates a miss. Therefore, the first iteration generates 2 misses and 4 hits. The rest of iterations generate hits in all cases.

Since the loop is executed 64 times, access to the instructions generates following accesses:

- L1I misses: 2
- L1I hits: $4+63 \cdot 6$
- L2 misses: 1
- L2 hits: 0

At each iteration of the loop, a memory address is read in the range $\mathbf{0 x} \mathbf{0 0 0 1 0 0 0 0 - 0 x 0 0 0 1 0 0 F C .}$ This corresponds to $\frac{2^{8}}{2^{5}}=8$ cache lines.

In the same way, values are written in the $0 \times 000800000 \mathrm{x} 000800 \mathrm{FC}$, which are written in 8 lines of cache. Given that caches are set-associative, there is no conflict between the data read and written. As no L1 cache line is replaced there are no writes in the L2 cache.

1. L1D misses: 8 reads +8 writes
2. L1D hits: 56 reads +56 writes
3. L2 misses: 8 reads
4. L2 hits: 0

Time diagram for first iteration If the instructions are numbered as follows:

```
bucle: lw $r2, 0($r0) #1
addi $r3, $r2, 20 #2
sw $r3, 0($r1) #3
addi $r0, $r0, 4 #4
addi $r1, $r1, 4 #5
bnez $r2, bucle #6
```

We have the following RAD dependencies

1. $\$ \mathrm{r} 2: \mathrm{I} 2 \rightarrow \mathrm{I} 1$
2. $\$ \mathrm{r} 3: \mathrm{I} 3 \rightarrow \mathrm{I} \mathbf{2}$
3. \$r0: I4 $\rightarrow$ I1
4. $\$ \mathrm{rr}$ : I $3 \rightarrow$ I5

In the absence of forwarding, when there is RAW dependency, the destination instruction stalls until completing the WB cycle of the source instruction. Table 2 shows the corresponding timing diagram.

- The first statement stops 98 cycles $(80+14+4)$ in the fetch because it is a miss in the entire memory hierarchy.
- The reading of data from the first instruction is a read miss and requires 98 cycles as well.
- The second instruction is a hit and requires four cycles to perform the L1I cache fetch.
- The instruction I3 is a hit and requires four cycles to perform the capture of the L1I cache.
- Writing data from instruction I3 is a write miss and requires 98 cycles.
- The instruction I4 is a hit and requires four cycles to perform the capture of the L1I cache.
- The I4 instruction can not start its memory cycle until I3 memory access is completed.
- The instruction I5 is a hit and requires four cycles to perform the L1I instruction fetch.
- The I5 instruction can not start its execution cycle until the execution of I4 is finished.
- Instruction I6 is a fault and requires 98 cycles to perform L1I instruction fetch.
- Instruction I7 (the next to bnez) can not start fetching until the fetch unit is released.
- Although the branch address at the end of the decoding step of I6 is known, the branch direction (take or non-taken) is not known until the end of the execution step.

In total, 310 cycles are required.
Timing diagram for the second iteration Table 3 shows the corresponding timing diagram. In total, 28 clock cycles are required.

Exercise 3 October 2014.
Let's consider the following code fragment:

```
bucle: lw $f0, 0($r1)
        lw $f2, 0($r2)
        mul.f $f4, $f0, $f2
        add.d $f6, $f6, $f4
        addi $r1, $r1, 4
        addi $r2, $r2, 4
        sub $r3, $r3, 1
        bnez $r3, bucle
```

1. Make a list with all possible data dependences, without considering a specific structure of the segmented architecture. For each dependency you must indicate, register, origin instruction, instruction of destination and type of dependency.

| Instruction | $1-98$ | 99 | 100 | 101 | 102 | $103-198$ | 199 | 200 | 201 | 202 | 203 | 204 | 205 | 206 | 207 | 208 | 209 | 210 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I1: lw \$r2, 0(\$r0) | IF | ID | EX | M | M | M | WB |  |  |  |  |  |  |  |  |  |  |  |
| I2: addi $\$ r 3, \$ r 2, \mathbf{2 0}$ |  | IF1 | IF2 | IF3 | IF4 | - | ID | EX | M | WB |  |  |  |  |  |  |  |  |
| I3: sw \$r3, 0(\$r1) |  |  |  |  |  |  | IF1 | IF2 | IF3 | IF4 | ID | EX | M | M | M | M | M | M |
| I4: addi $\$ r 0, \$ r \mathbf{, 4}$ |  |  |  |  |  |  |  |  |  |  | IF1 | IF2 | IF3 | IF4 | ID | EX | - | - |
| I5: addi $\$ r 1, \$ r 1,4$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  | IF1 | IF2 | IF3 | IF4 |


| Instruction | 211 | 212 | 213 | 214 | $215-302$ | 303 | 304 | 305 | 306 | 307 | 308 | 309 | 310 | 311 | 312 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I1: lw \$r2, 0(\$r0) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| I2: addi \$r3, \$r2, 20 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| I3: sw \$r3, 0(\$r1) | M | M | M | M | M | WB |  |  |  |  |  |  |  |  |  |
| I4: addi \$r0, \$r0, 4 | - | - | - | - | - | M | WB |  |  |  |  |  |  |  |  |
| I5: addi \$r1, \$r1, 4 | ID | - | - | - | - | EX | M | WB |  |  |  |  |  |  |  |
| I6: bnez \$r2, bucle | IF | IF | IF | IF | IF | IF | IF | IF | IF | IF | IF | ID | EX | M |  |
| I7: ? |  |  |  |  |  |  |  |  |  |  |  | IF | flush |  |  |
| I1: lw \$r2, 0(\$r0) |  |  |  |  |  |  |  |  |  |  |  |  |  | IF |  |

Cuadro 2: Timing diagram of the first iteration of the exercise 2.


|  | HI |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Ysn | HI |  |  |  |  |  | i:2I |
| GM | N | X H | đI | HI | HI | HI | HI |  | әгэnq 'zx\$ zəuq :9I |
|  |  |  |  | gM | U | X ${ }^{\text {H }}$ | UI | HI |  |
|  |  |  |  |  |  |  |  | GM |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | (0x\$)0 ${ }^{\text {'zx }}$ \$ MI :II |
| 0¢ | 67 | 87 | $L 2$ | 97 | ¢ 6 | ஏて | ¢ 8 | $7 \%$ | uo!̣on.atsuI |

2. Create a time diagram for a MIPS architecture with a pipeline of 5 stages, with the following considerations:

- There is no forwarding hardware
- The architecture allows an instruction to write in a register and other instruction to read that same register without any problems.
- The branches are processed by means of flushing the pipeline.
- Memory references require a clock cycle.
- The effective branch address is calculated at the execution stage.

3. Determine how many cycles are needed to execute N loop iterations.
4. Create a time diagram for a MIPS architecture with a pipeline of 5 stages with the following considerations:

- There is fordwarding hardware
- Assume that bifurcations are treated by predicting all branches as taken.

5. Determine how many cycles are needed to run N iterations of the The conditions of paragraph 4.

## Solution 3

Data dependencies If the instructions are numbered from $\mathbf{I} 1$ (first instruction) to $\mathbf{I} \mathbf{8}$ (last instruction) we have the following dependencies:

- \$f0: I1 $\rightarrow$ I3 (RAW)
- \$f2: I2 $\rightarrow$ I3 (RAW)
- \$f4: I3 $\rightarrow$ I4 (RAW)
- \$r3: I7 $\rightarrow$ I8 (RAW)

First timming diagram Given that there is no forwarding, when there is a RAW dependency we have to wait for the WB of the source instruction before starting the execution of the destination instruction. Table 4 shows the corresponding timing diagram.

- Instruction I3 has a stall until I2 has written the value read in $\$ \mathbf{f} 2$. We can perform the reading of register file in the same cycle than the one in which I2 writes in the register file (cycle 6).
- Instruction I4 can not start until the fetch unit is released (cycle 6).
- Instruction I4 has a stall until I3 has written the value calculated in $\$ \mathbf{f} 4$. We can perform the reading of register file in the same cycle than the one in which I3 writes in the register file (cycle $9)$.
- Instruction I5 can not start until the Fetch unit is available (cycle 9).
- Instruction I8 has a stall until I7 has written the value $\$ \mathbf{r} 3$. We can perform the reading of register file in the same cycle in which I7 writes in the register file (cycle 15).


|  |  |  |  | $\left\lvert\, \begin{aligned} & 1 \\ & 0 \\ & 0 \\ & 0 \\ & 0 . \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}\right.$ | -4 <br>  <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 | 1 $?$ 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 |  |  |  | 砢 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  | $\exists$ | － |
|  |  |  |  |  |  |  |  | 勾 | $\forall$ | N |
|  |  |  |  |  |  |  | 访 | $\theta$ | (1x | $\omega$ |
|  |  |  |  |  |  |  | । | 畾 | 々 | $\pm$ |
|  |  |  |  |  |  |  | I | 3 | 㑰 | cr |
|  |  |  |  |  |  | 示 | $\theta$ | $\|\overrightarrow{\mathrm{u}}\|$ |  | $\sigma$ |
|  |  |  |  |  |  | I | 젓 |  |  | $\checkmark$ |
|  |  |  |  |  |  | । | 2 |  |  | $\infty$ |
|  |  |  |  |  | 析 | $\theta$ | $\underset{~}{z}$ |  |  | $\bigcirc$ |
|  |  |  |  | 可 | $\exists$ | 思 |  |  |  | － |
|  |  |  | 团 | $\forall$ | $\mid \text { 못 }$ | 3 |  |  |  | $=$ |
|  |  | 可 | $\theta$ | 젓 | 3 | $\|\dot{u}\|$ |  |  |  | N |
|  |  | 1 | $\left\lvert\, \begin{aligned} \text { 펏 } \end{aligned}\right.$ | 3 | $\underset{\mathrm{u}}{ } \mid$ |  |  |  |  | $\stackrel{\square}{\omega}$ |
|  |  | । | 多 | $\underset{\mathrm{E}}{\mathrm{E}}$ |  |  |  |  |  | $\pm$ |
|  | 田 | $\forall$ | $\left\|\overrightarrow{\Xi^{2}}\right\|$ |  |  |  |  |  |  | Cr |
|  |  | 略 |  |  |  |  |  |  |  | ¢ |
| 行 |  | 2 |  |  |  |  |  |  |  | $\stackrel{\rightharpoonup}{\sim}$ |
| E |  | $\mid \vec{z}$ |  |  |  |  |  |  |  | $\infty$ |
| 界 |  |  |  |  |  |  |  |  |  | $\bigcirc$ |
| 3 |  |  |  |  |  |  |  |  |  | N |
| $\|\underset{~}{z}\|$ |  |  |  |  |  |  |  |  |  | $\sim$ |

- Instruction I9 (the next to bnez) can not start fetching until the fetch unit is available (cycle 15).
- Although the branch address is known at the end of the decoding of I8, the branch result (taking or not taking) is not known until the end of the execution. stage Therefore the instruction fetch is repeated in the cycle 17 .

First cycle estimation To determine the number of cycles, we need to determine how many cycles are required for any iteration and how many for the last iteration.

The cost of a different iteration of the last is obtained by determining the number of cycles from the start of execution of I1 until it is executed again. This is 16 cycles.

The cost of the last iteration is obtained by determining the number of cycles until the execution of Instruction I8 is completed. These are 18 cycles.

$$
\text { Coste }=16 \cdot n+2
$$

Second cycle estimation Forwarding is now allowed whenever possible and there is no need to wait for the WB stage.

Table 5 shows the timing diagram:

- Instruction I3 can start execution after the memory stage of I2 (cycle 6) because of the forwarding.
- Instruction I4 can not start decoding until the decoding unit has been released (cycle 6).
- Instruction I4 can start execution after the execution stage of I3 (cycle 7) because of the forwarding.
- Instruction I5 can not start the fetch until the fetch unit is released (cycle 6).
- Instruction I8 can not start decoding until it has been calculated the value of $\mathbf{3}$ (cycle 10) and passed through forwarding (cycle 11).

Second cycle estimation The cost of an iteration different from the last iteration is 10 cycles. The last iteration requires 14 cycles.

Coste $=10 \cdot n+4$
Exercise 4 October 2014.
Be the following code fragment:

```
bucle: lw $f0, 0($r1)
lw $f2, 0($r2)
    sub.f $f4, $f0, $f2
    mul.d $f4, $f4, $f4
    add.d $f6, $f6, $f4
    addi $r1, $r1, 4
    addi $r2, $r2, 4
    sub $r3, $r3, 1
    bnez $r3, bucle
```

1. Make a list with all possible dependence on data, without considering any specific structure of the segmented architecture. For each dependency you must indicate, register, source instruction, target instruction and dependency type.


|  |  |  |  |  |  | GM | N | XR | UI | HI |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | ¢M | U | X⿴囗 | UI | HI |  |  |  |  |  |  |  |  | əronq＇\＆x\＄zəuq ：8I |
|  |  |  |  |  |  |  |  |  | GM | N | X | UI | HI |  |  |  |  |  |  |  | I＇\＆x\＄＇\＆x\＄qns ： II |
|  |  |  |  |  |  |  |  |  |  | GM | N | X田 | UI | HI |  |  |  |  |  |  | 历＇శx\＄＇ح．x\＄！ppe ：9I |
|  |  |  |  |  |  |  |  |  |  |  | GM | W | X田 | UI | HI |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  | GM | U | X ${ }^{\text {H }}$ | UI | － | HI |  |  |  | 历Ј\＄＇9J\＄＇9J\＄p’ppe ： II |
|  |  |  |  |  |  |  |  |  |  |  |  |  | GM | N | X ${ }^{\text {H }}$ | － | UI | HI |  |  | ZJ\＄＇0J\＄＇万J\＄J＇［nu ： 8 I |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | GM | N | X ${ }^{\text {H }}$ | UI | HI |  | （Z，\＄\＄）0＇ZJ\＄MI ：ZI |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | GM | N | X ${ }^{\text {H }}$ | UI | đI | （L．J\＄）0＇0J\＄MI ：II |
| 12 | 07 | 6I | 8L | LI | 9I | 91 |  | \＆1 | \％ 1 | LI | 0I | 6 | 8 | 2 | 9 | 9 | † | \＆ | $\zeta$ | I | uo！̣onstsuI |

2. Create a time diagram for a MIPS architecture with a pipeline in 5 stages, with the following considerations:

- There is no forwarding hardware.
- The architecture allows instructions to write to a register and another instruction to read that same register in the same clock cycle without any problems
- Bifurcations are treated by emptying the pipeline.
- Memory references require one clock cycle.
- The effective branch direction is calculated at the execution stage.

3. Determine how many cycles are needed to execute N loop iterations.
4. Create a time diagram for a MIPS architecture with a pipeline In 5 stages with the following considerations:

- There is a complete forwarding hardware.
- Assume that bifurcations are treated by predicting all branches as taken.

5. Determine how many cycles are needed to run N iterations of the The conditions of paragraph 4.

## Solution 4

Data dependencies If the instructions are numbered from I1 (first statement) to $\mathbf{I 9}$ (last instruction) have the following dependencies:

- \$f0: I1 $\rightarrow$ I3 (RAW)
- \$f2: I2 $\rightarrow$ I3 (RAW)
- \$f4: I3 $\rightarrow$ I4 (RAW, WAW)
- \$f4: I4 $\rightarrow$ I5 (RAW)
- \$r3: I8 $\rightarrow$ I9 (RAW)

First timing diagram When there is no forwarding, when there is a RAW dependency, it is necessary to wait for the cycle WB from the source instruction before starting the target instruction cycle. Table 6 shows the corresponding timing diagram.

- Instruction I3 has a stall until I2 has written the value read from $\$ \mathbf{f} 2$. We can perform the register file reading in the same cycle than the one in which I 2 writes in the register bank (cycle 6 ).
- Instruction I4 can not start the fetch until the fetch unit is released (cycle 6).
- Instruction I4 has a stall until I3 has written the value calculated in $\$ \mathbf{f} 4$. We can perform the reading of the register file in the same cycle as I3 writes in the register file (cycle 9 ).
- Instruction I5 can not start the fetch until the fetch unit is released (cycle 9).
- Instruction I5 has a stall until I4 has written the value calculated from $\$ \mathbf{f} 4$. We can perform the reading of the register file in the same cycle as I 4 writes in the register file (cycle 12).


| UI | HI |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | （L．J\＄）0＇0J\＄MI ：II |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | － | HI |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | （zəuq оұ ұхәu）：0LI |
| gM | N | X ${ }^{\text {H }}$ | UI | － | － | HI |  |  |  |  |  |  |  |  |  |  |  |  |  |  | əronq＇\＆x\＄zəuq ：6I |
|  |  |  | ¢M | U | XG | CI | ${ }^{\text {HI }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  | 历＇Ex\＄＇Ex\＄qns ：8I |
|  |  |  |  | gM | N | X島 | UI | HI |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | ¢M | N | X田 | UI | HI |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | gM | N | XG | UI | － | － | HI |  |  |  |  |  |  |  |  | דJ\＄＇9J\＄＇9J\＄p＇ppe ：$¢$ |
|  |  |  |  |  |  |  |  |  | GM | N | X ${ }^{\text {H }}$ | UI | － | － | HI |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  | ¢M | N | XG | UI | － | － | ${ }_{\text {HI }}$ |  |  | ZJ\＄＇0J\＄＇ƏJ\＄J｀qns ：EI |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | GM | N | X＇H | UI | HI |  | （Z．1\＄）0＇ZJ\＄MI ：ZI |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | GM | N | X ${ }^{\text {H }}$ | UI | HI | （L．J\＄）0＇0才\＄MI ：II |
| L\％ | 07 | 6I | 8I | LI | 9I | 9 I | 玵 | \＆I | 21 | II | 0I | 6 | 8 | 2 | 9 | 9 | $\square$ | \＆ | $\checkmark$ | 1 | uọ̧onxisuI |

- Instruction I6 can not start the fetch until the fetch unit is released (cycle 12).
- Instruction I9 has a stall until I8 has written the value $\$$ r3. We can perform the reading of the register file in the same cycle in which I7 writes in the register file (cycle 18).
- Instruction I10 (the next to bnez) can not start the fetch until the fetch unit is released (cycle 18).
- Although the branch address is known at the end of the Decoding of I9, the branch result (taken or not takend) is not known until the end of the execution stage. Therefore the fetch up is repeated in the cycle twenty.

First cycle estimation To determine the number of cycles, we need to determine how many cycles are require for a generic iteration and how many cycles for the last iteration.

The cost of a different iteration of the last is obtained by determining the number of cycles from the start of the I1 execution until I1 is started again. This is 19 cycles.

The cost of the last iteration is obtained by determining the number of cycles until the execution of Instruction I9 is completed. These are 21 cycles.

$$
\text { Coste }=19 \cdot n+2
$$

Second cycle estimation Forwarding is now allowed when is possible to use it and there is no waiting for the WB stage. Table 7 shows the corresponding timing diagram.

- Instruction I3 can start execution after the memory stage of I2 (Cycle 6) because of forwarding.
- Instruction I4 can not start decoding until decoding unit is released (cycle 6).
- Instruction I4 can start execution after the execution stage of I3 (cycle 7) because of forwarding.
- Instruction I5 can not start the fetch until the Fetch unit is available (cycle 6).
- Instruction I5 can start execution after the execution stage of I4 (cycle 8) because of forwarding.
- Instruction I9 can not start decoding until the value of $\mathbf{3}$ has been calculated (cycle 11) and passed via forwarding (Cycle 12).

Second cycle estimation The cost of an iteration different from the last iteration is 11 cycles. The last iteration requires 15 cycles.

$$
\text { Coste }=11 \cdot n+4
$$

Exercise 5 June 2014 exam.
A given processor has the latencies between instructions given by Table 8 .
In this machine we want to run the following piece of code:
LOOP :

$$
\begin{aligned}
& \text { L.D F0, } 0(\mathrm{R} 1) \\
& \text { L.D F2, } 0(\mathrm{R} 2) \\
& \text { ADD.D F4, F0, F2 } \\
& \text { S.D F4, 0(R3) } \\
& \text { DADDU1 R1, R1, \#-8 } \\
& \text { BNE R1, R4, LOOP }
\end{aligned}
$$

Initially registers have the following values:


| $\text { I1: lw \$f0, } 0(\$ r 1)$ |  | $\begin{aligned} & 10 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  | -2 9 0 0 0 0 0 0 0 0 0 0 0 | -1 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 |  | ZJ\$ '0J\$ ‘万J\$ よ`qns :EI |  |  | 此 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  | 勾 | － |
|  |  |  |  |  |  |  |  | 雷 | $\theta$ | $\sim$ |
|  |  |  |  |  |  |  | 牙 | $\forall$ | 图 | $\omega$ |
|  |  |  |  |  |  | 成 | 1 | 㽧 | 2 | $\pm$ |
|  |  |  |  |  |  | 1 | $\exists$ | 3 | $\overrightarrow{\mathrm{u}}$ | cr |
|  |  |  |  |  | 田 | $\theta$ | 思 | $\overrightarrow{\mathrm{u}}$ |  | $\infty$ |
|  |  |  |  | 勾 | $\theta$ | $\left.\left\lvert\, \begin{array}{rl} (\pi x \end{array}\right.\right)$ | 3 |  |  | $\checkmark$ |
|  |  |  | 式 | $\theta$ | 略 | 3 | $\underset{~}{z}$ |  |  | $\infty$ |
|  |  | T | $\exists$ | 몿 | 3 | $\|\vec{\exists}\|$ |  |  |  | $\bigcirc$ |
|  | 相 | $\exists$ | 㘢 | 3 | $\underset{\mathrm{u}}{ } \mid$ |  |  |  |  | － |
|  | 1 | 젓 | ， | $\|\underset{\boxminus}{z}\|$ |  |  |  |  |  | 三 |
| 团 | $\theta$ | Z | $\underset{\sharp}{\prime} \mid$ |  |  |  |  |  |  | N |
| $\forall$ | $\left\|\begin{array}{c} \text { 젓 } \end{array}\right\|$ | $\underset{~}{\Sigma}$ |  |  |  |  |  |  |  | ¢ |
| 젓 | 3 |  |  |  |  |  |  |  |  | $\pm$ |
| 2 | $=\overrightarrow{v_{n}}$ |  |  |  |  |  |  |  |  | $\stackrel{\sim}{c}$ |
| $\underset{~}{z}$ |  |  |  |  |  |  |  |  |  | ఠ |
|  |  |  |  |  |  |  |  |  |  | $\stackrel{\rightharpoonup}{\sim}$ |
|  |  |  |  |  |  |  |  |  |  | $\stackrel{\square}{\infty}$ |
|  |  |  |  |  |  |  |  |  |  | $\bigcirc$ |
|  |  |  |  |  |  |  |  |  |  | N |
|  |  |  |  |  |  |  |  |  |  | $\cdots$ |

Cuadro 8: Latencies between instructions

| Instruction producing the result | Instruction using the result | Latency |
| :--- | :--- | :--- |
| FP ALU operation | Other FP ALU operation | 6 |
| FP ALU operation | Store double | 3 |
| Load double | FP ALU operation | 2 |
| Load double | Store double | 0 |

- R1: Address of last element in first source array.
- R2: Address of last element in second source array.
- R3: Address of last element in target array.
- R4: Precomputed with $\mathbf{8 ( R 4 )}$ being first element in first source array.

All arrays have a size of 4,000 elements.
Complete the following tasks:

1. Determine how many cycles are required to execute all loop iterations without modifications.
2. Determine how many cycles are required to execute all loop iterations if loop scheduling is performed.
3. Determine how many cycles are required to execute all loop iterations if loop unrolling is performed for every two iterations.
4. Determine how many cycles are required to execute all loop iterations if loop unrolling is performed for every four iterations.

## Solution 5

Section 1 The execution of an iteration of the loop would be:

```
L.D F0, 0(R1)
L.D F2, 0(R2)
<stall> x 2
ADD.D F4, F0, F2
<stall> x 3
S.D F4, 0(R3)
DADDUI R1, R1, #-8
BNE R1, R4, BUCLE
```

In total, each iteration requires 11 cycles to have started all the instructions. This gives a total of 44,000 cycles.

Section 2 DADDUI instruction can be executed before

```
L.D F0, 0 (R1)
L.D F2, 0 (R2)
DADDUI R1, R1, \#-8
<stall> x 1
ADD.D F4, F0, F2
<stall> x 3
S.D F4, 0 (R3)
BNE R1, R4, BUCLE
```

In total, each iteration now requires 10 cycles. This results in a total of 40,000 cycles

```
L.D F0, 0(R1)
L.D F2, 0(R2)
L.D F6, -8(R1)
L.D F8, -8(R2)
DADDUI R1, R1, #-16
ADD.D F4, F0, F2
ADD.D F10, F6, F8
<stall> x 2
S.D F4, 0(R3)
S.D F10, -8(R3)
BNE R1, R4, BUCLE
```

A total of 12 cycles per iteration are required. This results in a total of 24,000 cycles
L.D F0, $0(\mathrm{R} 1)$
L.D F2, 0 (R2)
L.D F6, $-8(\mathrm{R} 1)$
L.D F8, $-8(\mathrm{R} 2)$
L.D F12, -16(R1)
L.D F14, -16(R2)
L.D F18, -24(R1)
L.D F20, -24(R2)

DADDUI R1, R1, \#-32
ADD.D F4, F0, F2
ADD.D F10, F6, F8
ADD.D F16, F10, F12
ADD.D F22, F18, F20
S.D F4, $0(\mathrm{R} 3)$
S.D F10, -8(R3)
S.D F16, - 16(R3)
S.D F22, -24(R3)

BNE R1, R4, BUCLE
A total of 18 cycles per iteration are required. This results in a total of 18,000 cycles

## Exercise 6 January 2014 exam.

A given processor is intended to run the following code fragment:
i0: lw \$r4, 0(\$r1)
i1: lw \$r5, 0(\$r2)
i2: add \$r4, \$r4, \$r5
i3: sw \$r4, 0(\$r3)
i4: addi $\$ \mathrm{r} 1, \$ \mathrm{r} 1,4$
i5: addi \$r2, \$r2, 4
i6: addi \$r3, \$r3, 4
i7: bne \$r3, \$r0, i0
Assume that the processor has a segmented architecture of 5 steps (fetch, decode, execute, memory and writeback) without forwarding. All operations are executed in one cycle per stage, except:

- Load and store instructions, that require two cycles for the memory stage (an additional cycle).
- Branch instructions require an additional cycle in the execution stage. Assume that these instructions do not have any branch prediction.

Answer the following questions:

1. Determine the RAW data hazards in the code that have impact in code execution.
2. Show a timing diagram with the stages for each instruction in one iteration.
3. Determine how many cycles are required to execute one loop iteration if there is no branch prediction.
4. Propose a loop unrolling assuming that the loop runs for 1000 iterations. Unroll with a factor of four iterations.
5. Determine the obtained speedup obtained through unrolling performed in the previous section.

## Solution 6

## Section 1

- \$r4: i0 $\rightarrow$ i2
- $\$ \mathrm{r} 5: \mathrm{i} 1 \rightarrow \mathrm{i} 2$
- \$r4: i2 $\rightarrow$ i3
- $\$ \mathrm{r} 3: \mathrm{i} 6 \rightarrow \mathrm{i} 7$

Section 2 Table 9 shows the corresponding timing diagram.

- I0: Requires two memory cycles.
- I1: It can not start memory stage until I0 does not end memory. Requires two memory cycles.
- I2: It can not start decoding until I1 does not do WB..
- I3: No puede empezar captación hasta que se libera unidad por I2.
- I4: It can not start pickup until unit is released by I2.
- I5: It can not start execution stage until I4 releases drive execution.
- I6: It can not start decode stage until I5 releases unit Of decoding.
- I7: It can not start decoding until I6 does WB.

Section 3 If it is considered that the decoding step includes a comparator over the register bank the following instruction to I7 can begin after the decoding stage of I7 (that is, in cycle 19) is completed. Each iteration requires 18 clock cycles.

If the decoding step is not considered to include a comparator, the Comparison of two records should be made with the general ALU and therefore it may not take the decision until the completion stage of I7 (In cycle 21). In this case each iteration requires 20 clock cycles.


| $\checkmark$ | অ | $\cdots$ | I | い | T | $\sqsupset$ | O |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | 戒 | － |
|  |  |  |  |  |  | 牙 | $\theta$ | N |
|  |  |  |  |  | 行 | $\forall$ |  | $\omega$ |
|  |  |  |  |  | । | $\mid \text { 좃 }$ | 3 | $\stackrel{\square}{+}$ |
|  |  |  |  |  | । | । | 录 | cr |
|  |  |  |  |  | ， | $3$ | $\vec{E}$ | $\infty$ |
|  |  |  |  |  | । | 㣻 |  | $\checkmark$ |
|  |  |  |  | 可 | $\theta$ | 录 |  | $\infty$ |
|  |  |  |  | । | $\underset{\substack{\mathrm{x} \\ \hline}}{ }$ |  |  | $\bigcirc$ |
|  |  |  |  | । | 3 |  |  | ® |
|  |  |  | 可 | $\forall$ | $\underset{~}{z}$ |  |  | ニ |
|  |  | 牙 | $\forall$ | 思 |  |  |  | N |
|  | 勾 | $\forall$ | 좃 | $3$ |  |  |  | い |
|  | । | । | 1 | 㣻 |  |  |  | $\stackrel{\square}{\square}$ |
| 际 | $\forall$ | 좃 | 3 | 㐫 |  |  |  | $\stackrel{\sim}{6}$ |
| 1 | 젓 | 3 | \|z |  |  |  |  | Б＇ |
| 1 | 3 | $\overrightarrow{\mathrm{k}}$ |  |  |  |  |  | $\checkmark$ |
| $\theta$ | 状 |  |  |  |  |  |  | $\infty$ |
| 尔 |  |  |  |  |  |  |  | 6 |
| 肉 |  |  |  |  |  |  |  | No |
| 3 |  |  |  |  |  |  |  | $\cdots$ |
| $\overrightarrow{\mathrm{u}}$ |  |  |  |  |  |  |  | N |

Section 4 A possible solution is presented below. Note, however, that possible more aggressive solutions that could lead to better res8ults.
speedups.

```
I0: lw $r4, 0($r1)
i1: lw $r5, 0($r2)
i2: lw $r6, 4($r1)
i3: lw $r7, 4($r2)
i4: lw $r8, 8($r1)
i5: lw $r9, 8($r2)
i6: lw $r10, 12($r1)
i7: lw $r11, 12($r2)
i8: add $r4, $r4, $r5
i9: add $r6, $r6, $r7
i10: add $r8, $r8, $r9
i11: add $r10, $r10, $r11
i12: sw $r4, 0($r3)
i13: sw $r6, 4($r3)
i14: sw $r8, 8($r3)
i15: sw $r10, 12($r3)
i16: addi $r3, $r3, 16
i17: addi $r2, $r2, 16
i18: addi $r1, $r1, 16
i19: bne $r3, $r0, i0
```

Section 5 Table 10 shows the corresponding timing diagram.
Depending on the criterion chosen in Section 2, the number of cycles for Iteration will be 33 or 35 and the number of cycles per iteration will be

$$
\frac{33}{4}=8,25 \circ \frac{35}{4}=8,75
$$

Therefore the speedup will be:

$$
S=\frac{18}{8,25}=2,18
$$

So...

$$
S=\frac{20}{8,75}=2,28
$$

## Exercise 7 October 2013 exam.

A certain processor runs the following code segment:

| i0: | lw $\$ \mathrm{r} 3,0(\$ \mathrm{r} 0)$ |
| :--- | :--- |
| i1: | lw $\$ \mathrm{r} 1,0(\$ \mathrm{r} 3)$ |
| i2: | addi $\$ \mathrm{r} 1, \$ \mathrm{r} 1,1$ |
| i3: | sub $\$ \mathrm{r} 4, \$ \mathrm{r} 3, \$ \mathrm{r} 2$ |
| i4: | sw $\$ \mathrm{r} 1,0(\$ \mathrm{r} 3)$ |
| i5: | bnz $\$ \mathrm{r} 4, \mathrm{i} 0$ |

Assume that the processor has 5 stages pipelined architecture (fetch, decode, execute, memory and write-back) without forwarding. All stages run in one cycle, except load and store operations which require two additional cycles for memory access latency, and branching instructions which require one additional execution cycle.

1. Identify RAW data hazards in the code.
2. Show a timing diagram with execution stages for each instruction in one iteration.
3. Determine how many cycles are required for executing one loop iteration when there is no branch prediction.


| $\overrightarrow{6}$ | $\underset{\infty}{\vec{\infty}}$ | $\underset{\sim}{\square}$ | 尚 | $\stackrel{\rightharpoonup}{G}$ | $\stackrel{\rightharpoonup}{\boldsymbol{\rightharpoonup}}$ | 寻 | $\stackrel{\rightharpoonup}{心}$ | $\Xi$ | 宇 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 牙 | $\forall$ | 思 | 2 | 立 | $\stackrel{\sim}{\omega}$ |
|  |  |  |  | 勾 | $\forall$ | 田 | $3$ |  |  | $\stackrel{\sim}{\sim}$ |
|  |  |  |  | 1 | । | ， | 录 |  |  | $\stackrel{\sim}{0}$ |
|  |  |  | 勾 | $\theta$ | $\underset{\substack{x \\ \chi}}{ }$ | $3$ | $\|\underset{\mathrm{u}}{ }\|$ |  |  | ～ |
|  |  |  | । | । | । | 彔 |  |  |  | N |
|  |  | 勾 | $\exists$ | 좃 | 录 | $\underset{\sim}{z}$ |  |  |  | $\infty$ |
|  |  | 1 | । | । | 㣻 |  |  |  |  | ก |
|  | 式 | $\theta$ | 젓 | 冬 | $\overrightarrow{U_{0}} \mid$ |  |  |  |  | ¢ |
|  | । | । | । | 栄 |  |  |  |  |  | $\stackrel{\sim}{\sim}$ |
| 式 | $\exists$ | 思 | 3 | $\overrightarrow{\mathrm{u}}$ |  |  |  |  |  | ～ |
| $\exists$ | 界 | 2 | 㐫 |  |  |  |  |  |  | ¢ |
| 界 | 3 | $\|\vec{\bigotimes}\|$ |  |  |  |  |  |  |  | $\stackrel{\sim}{\oplus}$ |
| 略 | $\underset{~}{z}$ |  |  |  |  |  |  |  |  | $\stackrel{\text { c }}{\sim}$ |
| z |  |  |  |  |  |  |  |  |  | ¢ |
| $\left\lvert\, \begin{aligned} & \mid \\ & \mid \\ & \mid \end{aligned}\right.$ |  |  |  |  |  |  |  |  |  |  |


| 当 | $\mid \underset{\sim}{\text { 寻 }}$ | $\Xi$ |  | $\sigma$ | $\cdots$ | $\sqsupset$ | ぁ | F1 | 咼 | ¢ | N | $\sqsupset$ | 万 | 竒 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  | 田 | － |
|  |  |  |  |  |  |  |  |  |  |  |  | 打 | $\forall$ | $\sim$ |
|  |  |  |  |  |  |  |  |  |  |  | 可 | $\theta$ | （19x | $\cdots$ |
|  |  |  |  |  |  |  |  |  |  | 访 | $\forall$ | 젓 | 当 | $\pm$ |
|  |  |  |  |  |  |  |  |  |  | । | । | । | 穴 | a |
|  |  |  |  |  |  |  |  |  | 田 | $\forall$ | (18) | 冬 | $\underset{Z^{2}}{ }$ | 0 |
|  |  |  |  |  |  |  |  |  | । | 1 | । | 忘 |  | $\checkmark$ |
|  |  |  |  |  |  |  |  | 行 | $\forall$ | 좃 | $3$ | $\underset{\mathfrak{U}}{\|x\|}$ |  | $\infty$ |
|  |  |  |  |  |  |  |  | । | । | । | 录 |  |  | $\bigcirc$ |
|  |  |  |  |  |  |  | 团 | $\theta$ |  | $3$ | $\underset{\sharp}{\mathbf{k}}$ |  |  | $\bigcirc$ |
|  |  |  |  |  |  |  | I | 1 | । | $\underset{\substack{2 \\ 心}}{ }$ |  |  |  | － |
|  |  |  |  |  |  | 团 | $\theta$ | $\left\lvert\, \begin{array}{\|r\|r\|c\|} \substack{ \\ \hline} \end{array}\right.$ | $3$ | $\vec{k} \mid$ |  |  |  | ＜ |
|  |  |  |  |  |  | । | I | । | $\left\lvert\, \begin{gathered} 2 \\ \mathbf{3} \end{gathered}\right.$ |  |  |  |  | ॐ |
|  |  |  |  |  | 勾 | $\forall$ | 界 | $3$ | $\vec{E} \mid$ |  |  |  |  | $\stackrel{\rightharpoonup}{*}$ |
|  |  |  |  |  | । | । | । | $\left\lvert\, \begin{aligned} & \underset{3}{2} \end{aligned}\right.$ |  |  |  |  |  | $\stackrel{\sim}{i}$ |
|  |  |  |  | 可 | $\exists$ | 田 | 冬 | $\|\underset{\forall x}{\|z\|}\|$ |  |  |  |  |  | た |
|  |  |  |  | । | I | 1 | 恣 |  |  |  |  |  |  | $\stackrel{\rightharpoonup}{\sim}$ |
|  |  |  | 式 | $\forall$ | 略 | 3 | $\|\vec{j}\|$ |  |  |  |  |  |  | $\stackrel{\sim}{\infty}$ |
|  |  |  | । | । | 1 | 2 |  |  |  |  |  |  |  | $\smile$ |
|  |  | 相 | $\forall$ | （19x | 3 | E |  |  |  |  |  |  |  | N |
|  | т | $\theta$ | 3 | 3 | 永 |  |  |  |  |  |  |  |  | $\sim$ |
| （1） | $\bigcirc$ | 界 | 永 | 充 |  |  |  |  |  |  |  |  |  | N |

4. Determine how many cycles are required for executing one loop iteration when a branch predictor (always predicting to taken) is used.

## Solution 7

## Section 1

- \$r3: i0 $\rightarrow$ i1
- \$r1: i1 $\rightarrow$ i2
- $\$ \mathrm{r} 1: \mathrm{i} 2 \rightarrow \mathrm{i} 4$
- \$r4: I3 $\rightarrow$ i5

Section 2 Table 11 shows the corresponding Timing diagram.

- I0: Requires three memory cycles
- I1: You can not start decoding until WB of $\$ \mathrm{r} 3$ is done. Requires 3 cycles of memory.
- I2: It can not be fetched until the stage is released by I1. You can not start to decode until the WB of \$r1
- I4: The decoding can not be started until I2 does WB of $\$ \mathbf{r} 1$
- I5: Fetch can not start until I4 decoding starts. The memory cycle cannot be started until the memory cycle of $\mathbf{I} 4$ does not end.

Section 3 In this case the $\mathbf{I O}$ statement of the next iteration can not fetched until cycle 18, so an iteration requires 18 cycles.

Section 4 In this case, the prediction is performed in the decoding step, which is when it is known that it is a branch instruction, so $\mathbf{I 0}$ starts in cycle 16 , and one iteration requires 16 cycles.
Exercise 8 October 2013 exam.
The following code is written in MIPS assembler. Assume that, before starting instructions execution, registers $\mathbf{R} 3$ and $\mathbf{R 5}$ contain, respectively, the memory addresses of the first and last element in an array with 9 entries (initial value for $\mathbf{R} \mathbf{1}=\mathbf{0 x 0 1 0}$ and $\mathbf{R} 5=\mathbf{0 x 0 1 8}$ ).

Loop: LD $\quad$ R4 0 (R1)
$\begin{array}{llll}\text { DIV } & \text { R2 } & \text { R2 } & \text { R4 } \\ \text { ADD } & \text { R1 } & \text { R1 } & \# 1\end{array}$
SUB R5 R5 \#1
SD R4 0 (R5)
$\begin{array}{lll}\text { SUB } & \text { R6 } & \text { R1 R5 } \\ \text { BNEZ } & \text { R6 } & \text { Loop }\end{array}$

1. Express all RAW and WAW data hazards in the code.
2. Provide a timing diagram assuming that the processor is pipelined with 5 stages (fetch, decode, execution, memory y write back). An instruction per cycle is issued and the processor does not use forwarding. Assume that there is pipeline freezing for branches and that there is one additional cycle per memory access in reads (LD), which does not happen in writes.
3. Determine the number of cycles needed by the loop (all iterations) to run.

## Solution 8



| $\stackrel{\sim}{G}$ | $\square$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 20 |  |  |
|  |  |  |  |  |  | 可 | － |
|  |  |  |  | \％ | $\theta$ | $\sim$ |
|  |  |  |  |  | 匀 |  |
|  |  |  |  |  | 家 | ＋ |
|  |  |  |  |  | 는 |  |
|  |  |  |  |  | 号 |  |
|  |  |  | 7 | $\theta$ | 发 |  |
|  |  |  |  | （⿴囗㐅介 |  |  |
|  |  |  |  | 3 |  |  |
|  |  |  |  | 恣 |  | ¢ |
|  |  |  |  |  |  | $\Xi$ |
|  |  |  | $\theta$ |  |  | N |
|  | 可 | $\theta$ | 团 |  |  | $\stackrel{\square}{\circ}$ |
|  | 1 | 界 | z |  |  | \％ |
| 牙 | \＃ | 3 | 兄 |  |  | $\stackrel{\rightharpoonup}{*}$ |
| $\theta$ | （18 | む |  |  |  | Б |
| 전 | 3 |  |  |  |  | $\stackrel{\rightharpoonup}{7}$ |
| 因 | 岩 |  |  |  |  | $\stackrel{\square}{\infty}$ |
|  | 免 |  |  |  |  | $\bigcirc$ |
| 3 | 唇 |  |  |  |  | $\sim$ |
| を |  |  |  |  |  | $\cdots$ |

Section 1 When instructions I1 and I7 are executed, (being I1 the first one), the following hazards are obtained:

- R4: I1 $\rightarrow$ I2
- R4: I1 $\rightarrow$ I5
- R5: I4 $\rightarrow$ I5
- R5: I4 $\rightarrow$ I6
- R1: I3 $\rightarrow$ I6
- R6: I6 $\rightarrow$ I7

Section 2 Table 12 shows the corresponding time diagram

Section 3 Total execution cycles of a loop iteration: 15
Given there are 5 iterations (values of r1 and r5 respectively: ( $0 \mathrm{x} 010,0 \mathrm{x} 018$ ), ( $0 \mathrm{x} 011,0 \mathrm{x} 017$ ), ( $0 x 012,0 x 016),(0 x 013,0 x 015) y(0 x 014,0 x 014))$ and it is necessary to wait for the $\mathbf{B N Z}$ instruction termination in the last iteration ( 3 extra cycles). We have:

15 cycles $\cdot 5$ iterations +4 extra cycles $=79$ cycles

Exercise 9 October 2013 exam.

Consider the following code fragment:

| Loop: | LD R4, 0(R2) |
| :--- | :--- |
|  | LD R5, 0(R3) |
|  | ADD R6, R4, R5 |
|  | SD R6, 0(R3) |
|  | BNZ R6, Loop |

1. Number of needed cycles to run one loop iteration in a non-pipelined processor. Memory access instructions have a 3 cycles latency. Branch instruction has a 1 cycle latency.
2. Identify RAW data dependencies in the code.
3. Compute the number of needed cycles to run one iteration of the loop in a 5 stages pipelined processor. The processor uses the forwarding technique and the branch prediction strategy is pipeline freezing. Complete a timing diagram.

## Solution 9

Section 1 Analysing separately the different types of instructions:
3 memory instruction $\cdot(1$ issue +3 latency $)=12$ cycles
1 ALU instruction $\cdot 1$ issue $=1$ cycle
1 branch instruction $\cdot(1$ issue +1 latency $)=2$ cycles
Total $=15$ cycles


| gM | N | XG | वI | ${ }^{\text {di }}$ | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  | (土บ)0 ¥ ¢ CT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ¢M | N | X ${ }^{\text {a }}$ | aI | - | - | ${ }^{\text {HI }}$ |  |  |  |  |  |  |  |  |  |  |  | doot 94 Zeng |
|  |  |  |  |  | ¢M | W | X日 | aI | al |  |  |  |  |  |  |  |  |  |  | 9\% Iบ 9\% Gดs |
|  |  |  |  |  |  | gM | N | X ${ }^{\text {a }}$ | aI | - | - | [II |  |  |  |  |  |  |  | (¢y)0 ¥บ US |
|  |  |  |  |  |  |  |  |  | g. | N | X ${ }^{\text {H }}$ | đI | ${ }^{\text {al }}$ |  |  |  |  |  |  | I\# cy cu chs |
|  |  |  |  |  |  |  |  |  |  | gM | N | X | aI | AI |  |  |  |  |  | L\# LY LY COV |
|  |  |  |  |  |  |  |  |  |  |  | GM | N | X | aI | - | - | - | [I |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | gM | - | N | X ${ }^{\text {f }}$ | aI | HI | (ty)0 † ¢ GT |
| 06 | 61 | 81 | LI | 9I | 91 | †I | \&I | 21 | LI | 0. | 6 | 8 | 4 | 9 | 9 | $\pm$ | $\varepsilon$ | $\square$ | I | uo!̣onıłsuI |


| Instrucción | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LD R4,0(R2) | IF | ID | EX | M | WB |  |  |  |  |  |  |  |
| LD R5,0(R3) |  | IF | ID | EX | M | WB |  |  |  |  |  |  |
| ADD R6,R4,R5 |  |  | IF | ID | - | EX | WB |  |  |  |  |  |
| SD R6,0(R3) |  |  |  | IF | - | ID | EX | M | WB |  |  |  |
| BNZ R6, Bucle |  |  |  |  |  | IF | ID | EX | M | WB |  |  |
| (Next) |  |  |  |  |  |  |  | IF | ID | EX | M | WB |

Cuadro 13: Timing diagram for exercise 9 .
Section 2 The following dependencies are identified:

- R4: LD $\rightarrow$ ADD.
- R5: LD $\rightarrow$ ADD.
- R6: ADD $\rightarrow$ SD.

Section 3 Table 13 shows the timing diagram:

## Section 4

$$
S=\frac{15 \cdot 2}{(7 \cdot 2)+3}=\frac{30}{17}=1,76
$$

Exercise 10 June 2013 exam.
In the following code, each instruction has as associated cost one cycle, besides those included in table 14. Besides, assume that the machine is able to issue one instruction per cycle, except waits due to stalls and that the processor is pipelined with a single data path.

Due to structural hazards, stalls happen always independently that there are (or not) data dependencies with the following instructions. Initially the following values are in registers $\mathbf{R} 1=\mathbf{0}, \mathbf{R} \mathbf{2}=\mathbf{2 4}$, R3=16.

Loop1: LD F2, 0 (R1)
ADDD F2, F0, F2
Loop2: LD F4,0 (R3)
MULTD F4, F0, F4
DIVD F10,F4,F0
ADDD F12, F10, F4
ADDI R1,R1,\#8
SUB R18,R2,R1
BNZ R18, Loop2
SD F2,0(R3)
ADDI R3, R3, \#8
SUB R20,R2,R3
BNZ R20, Loop1

1. Compute the number of needed cycles to run one iteration of the external loop and thirty of the internal loop.
2. Unroll three iterations from the internal loop, do not unroll the external loop and perform again the computation from the previous section.
3. Compare the timing results (number of cycles) from the first and second sections. Justify your answers.

## Solution 10

Cuadro 14: Additional costs per instruction

| Instruction | Additional cost |
| :--- | ---: |
| LD | 3 |
| SD | 1 |
| ADD | 2 |
| MULTD | 4 |
| DIVD | 10 |
| ADDI | 0 |
| SUB | 0 |
| BNZ | 1 |

Section 11 Analysis:

| Loop1: LD F2, 0(R1) | $1+3$ |
| :--- | :--- |
| ADDD F2, F0, F2 | $1+2$ |
| Loop2: LD F4, 0 (R3) | $1+3$ |
| MULTD F4, F0,F4 | $1+4$ |
| DIVD F10, F4, F0 | $1+10$ |
| ADDD F12, F10, F4 | $1+2$ |
| ADDI R1, R1, \#8 | 1 |
| SUB R18, R2, R1 | 1 |
| BNZ R18, Loop2 | $1+1$ |
| Inner-loop iteration | 27 |
|  |  |
| SD F2,0(R3) | $1+1$ |
| ADDI R3, R3, \#8 | 1 |
| SUB R20, R2, R3 | 1 |
| BNZ R20, Loop1 | $1+1$ |
| Outer-loop iteration: | 13 |

Thee inner-loop iterations and one outer-loop iteration: $=13+(27 \cdot 3)=94$ cycles

## Section 2 Analysis:

| Loop1: LD F2, 0 (R1) | $1+3$ |
| :---: | :---: |
| ADDD F2, F0, F2 | $1+2$ |
| Loop2: LD F4,0(R3) | $1+3$ |
| LD F6,0(R3) | $1+3$ |
| LD F8,0(R3) | $1+3$ |
| MULTD F4, F0, F4 | $1+4$ |
| MULTD F6, F0, F6 | $1+4$ |
| MULTD F8, F0, F8 | $1+4$ |
| DIVD F10, F4,F0 | $1+10$ |
| DIVD F12, F6, F0 | $1+10$ |
| DIVD F14, F8,F0 | $1+10$ |
| ADDD F16, F10,F4 | $1+2$ |
| ADDD F18, F12,F6 | $1+2$ |
| ADDD F20, F14,F8 | $1+2$ |
| ADDI R1,R1,\#24 | 1 |
| SUB R18,R2,R1 | 1 |
| BNZ R18, Loop2 | $1+1$ |


| SD F2, $0(\mathrm{R} 3)$ | $1+1$ |
| :--- | :--- |
| ADDI R3, R3, \#8 | 1 |
| SUB R20,R2,R3 | 1 |
| BNZ R20, Loop1 | $1+1$ |

Thee inner-loop iterations and one outer-loop iteration $=13+(73 \cdot 1)=86$ cycles

Section 3 It can be seen that there is no significant reduction of cycles. That's because the inner loop has very few iterations and that the weight of the control of the loop (increase indices and jump) is relatively small compared to the rest of instructions.

Exercise 11 January 2013 exam.
Given the following code written in MIPS assembler, where the same memory address is read and written several times and with values for $\mathbf{R 1}$ and $\mathbf{R 2}$ are $\mathbf{R 1}=\mathbf{1}$ and $\mathbf{R 2}=\mathbf{1 0 0 0}$.

```
ADDI R3, R3,1
Loop: LD R4, 0 (16)
MULT R5, R4,R4
ADD R5, R3, R5
SD R5, \(0(16)\)
DADDI R3, R4,1
DADDI R1, R1,1
BNE R1, R2, Loop
```

The code runs in a MIPS-like pipelined processor with the following execution stages: fetch, decode, execute, memory and write-back. The processor issues one instruction per cycle and has forwarding capability. All the stages in the data path run in one cycle except the following cases: SD instruction uses and additional cycle to read register R5 from the register file, instruction LD uses an additional cycle to write value from memory into register R4 from the register file and instructions ADD and MULT use an additional cycle to complete its execution in the ALU. Assume that branch prediction strategy in not taken.

1. Express only WAW data hazards in the code showing the instructions causing the hazard and the associated register. In which situation could a WAW hazard originate and incorrect result for the program?
2. Draw a time diagram assuming forwarding. Show the number of cycles that the program would take to execute.

## Solution 11

## Section 1

- WAW: I4 con I3 en R5.
- WAW: I1 con I6 en R3.

You would get an incorrect result if $\mathbf{I} 4$ is executed before $\mathbf{I} \mathbf{3}$ on segmented processors where instructions can be reordered.

Section 2 Table 15 shows the corresponding timing diagram.
The cycles required to execute the loop can be divided:

- Number of cycles before the loop: 1 .
- Number of cycles per iteration of the loop: 12.
- Number of extra cycles of the last loop instruction: 3

The loop executes a total of 999 times. Therefore the number of cycles will be:

$$
\text { cycles }=1+(12 \cdot 999)+3=11902
$$



| XB | aI | ${ }^{\text {al }}$ | al |  |  |  |  |  |  |  |  |  |  |  |  | (\%!s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| gM | N | XG | aI | - | ${ }^{\text {HI }}$ |  |  |  |  |  |  |  |  |  |  | doot ' zu' LY TNG |
|  |  | gM | N | XB | di | 4 A |  |  |  |  |  |  |  |  |  | I 'İ' LY IGCVG |
|  |  | gM | N | X ${ }^{\text {H }}$ |  | aI | - | ${ }^{\text {HI }}$ |  |  |  |  |  |  |  |  |
|  |  |  |  | gM | W | X ${ }^{\text {a }}$ | aI | aI | - | ${ }^{\text {II }}$ |  |  |  |  |  | (91)0 ' ¢y CS |
|  |  |  |  |  | qM | N | XG | XG | - | ¢I | - | ${ }_{\text {dI }}$ |  |  |  |  |
|  |  |  |  |  |  |  | gM | N | X ${ }^{\text {a }}$ | XG | - | aI | ${ }^{\text {di }}$ |  |  |  |
|  |  |  |  |  |  |  |  |  | gM | gM | L | XG | ai | II |  |  |
|  |  |  |  |  |  |  |  |  |  |  | GM | W | X ${ }^{\text {a }}$ | UI | HI | I '¢4' ¢¢ IUCV |
| 91 | 9. | DI | $\varepsilon I$ | 2 L | II | 01 | 6 | 8 | 4 | 9 | g | † | \& | $\checkmark$ | I | uo!̣onxtsuI |

Exercise 12 June 2012 exam.

Given the following code fragment:
Loop: LD R4,0(R2)
LD R5, 0 (R3)
ADD R6, R4, R5
SD R6, 0 (R3)
ADD R6, R6, R4
ADDI R3, R3, \#8
SUB R20, R4, R3
BNZ R20, Loop

1. Enumerate the existing data dependencies in the code. For each one determine the datum causing the dependency.
2. Provide a timing for this sequence for the 5 stages RISC pipeline without forwarding or bypassing hardware, but assuming that a data read and a data write to the register file can be performed in the same cycle (assuming forwarding through the register file). Assume that branches are handled by flushing the pipeline and that all memory accesses (including instruction fetch) take two cycles. Justify your answer.

## Solution 12

Section 1 The following data dependencies can be identified:

- R4: I1 $\rightarrow$ I3 (RAW).
- R5: I2 $\rightarrow$ I3 (RAW).
- R6: I4 $\rightarrow$ I3 (RAW).
- R6: I5 $\rightarrow$ I4 (WAR).
- R6: I5 $\rightarrow$ I3 (WAW).
- R4: I5 $\rightarrow$ I1 (RAW).
- R3: I6 $\rightarrow$ I4 (WAR).
- R3: I7 $\rightarrow$ I6 (RAW).
- R20: I8 $\rightarrow$ I7 (RAW).

If a read and a write of a data in the register file can be done in the same clock cycle, then the Decoding (ID) and write-back (WB) can be done in the same cycle.

Section 2 Table 16 shows the corresponding timing diagram.

Exercise 13 May 2012 exam.

Given the following code section:


|  | － | － | － | － | － |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | （．3！s） |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GM | N | XG | CI | － | － | II |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | әjong＇ozy ZNG |
|  |  |  | gM | U | X H | UI | － | － | HI |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | gM | N | XG | ©I | － | HI |  |  |  |  |  |  |  |  |  |  |  |  | 8\＃＇\＆y＇ey IGav |
|  |  |  |  |  |  |  |  | ¢M | N | X ${ }^{\text {H }}$ | UI | － | HI |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | ¢M | － | N | X H | UI | － | － | HI |  |  |  |  |  |  |  |  | （8y）0＇9y TS |
|  |  |  |  |  |  |  |  |  |  |  |  | G | W | X ${ }^{\text {H }}$ | UI | － | － | － | HI |  |  |  |  | ¢4＇tu＇9y TOV |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | GM | － | N | X田 | UI | － | HI |  |  | （8Y）0＇¢Y GT |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | GM | － | W | X田 | UI | － | HI | （zy）0＇ty UT |
| モ¢ | \＆\％ | 77 | L\％ | 07 | 6 I | 8I | LI | 9 I | 9I |  | \＆I | 7I | II | 0I | 6 | 8 | 2 | 9 | 9 | † | $\varepsilon$ | $\checkmark$ | I | ио！̣วпıұsuI |

LOOP:
DADDUI R3, R1, \#40 ; I1
L.D F0, 0 (R1) ; I2
L.D F2, $0(\mathrm{R} 2) \quad ; \quad I 3$

ADD.D F4, F0, F2 ; I4
S.D F4, $0(\mathrm{R} 1) \quad ; \quad I 5$

DADDUI R1, R1, \#8 ; I6
DADDUI R2, R2, \#8 ; $I^{7}$
BLE R1, R3, LOOP ; I8
And considering that it runs in a machine with additional latencies between instructions expressed in Table 17.

Cuadro 17: Additional latencies

| Instruction producing the result (pre- <br> vious) | Instruction using the result (subsequent) | Latency |
| :--- | :--- | ---: |
| FP ALU operation | FP ALU operation | 5 |
| FP ALU operation | Load/store double | 4 |
| FP ALU operation | Branch instruction | 4 |
| Load double | FP ALU operation | 2 |
| Load double | Load double | 1 |
| Store double | FP ALU operation | 2 |

The branch instruction has a latency of one cycle and no delay slot.
Besides, assume that the machine is able to issue one instruction per cycle, except waiting due to stalls and that the processor has a pipeline with a single data path.

1. Identify all the data dependencies.
2. Determine the total number of cycles needed to run the complete section of code.
3. Modify the code to reduce stalls through the loop scheduling technique. Determine the obtained speedup versus to the non-scheduled version.
4. Modify the code performing a loop unrolling with two loop iterations. Determine the obtained speedup versus the non-scheduled version.

## Solution 13

Section 1 The following dependencies are produced:

- I4 $\rightarrow$ I2 (F0: RAW), I4 $\rightarrow$ I3 (F2: RAW)
- I5 $\rightarrow$ I4 (F4: RAW)
- I6 $\rightarrow$ I1 (R1: WAR), I6 $\rightarrow$ I2 (R1: WAR), I6 $\rightarrow$ I5 (R1: WAR)
- I7 $\rightarrow$ I3 (R2: WAR)
- I8 $\rightarrow$ I7 (R2: RAW), I8 $\rightarrow$ I1 (R3: RAW)

Section 2 The following are the stalls in the execution:

```
DADDUI R3, R1, #40 ; Solamente la primera vez
BUCLE: L.D F0, 0(R1)
L.D F2, 0(R2)
Stall
Stall
ADD.D F4, F0, F2
Stall
Stall
Stall
Stall
S.D F4, 0(R1)
DADDUI R1, R1, #8
DADDUI R2, R2, #8
BLE R2, R3, BUCLE
```

A cycle is required for the initiation code. Each iteration needs 13 cycles. As the loop is executed 5 times, we have a total of:

$$
1+5 \cdot 13=66
$$

Because there is no delay slot it is not necessary to add a stall cycle after the branch instruction (BLE).

Section 3 Next, the modified code:
DADDUI R3, R1, \#40 ; Only the first time
BUCLE: L.D F0, $0(\mathrm{R} 1)$
L.D F2, 0 (R2)

DADDUI R1, R1, \#8
DADDUI R2, R2, \#8
ADD.D F4, F0, F2
Stall
Stall
Stall
Stall
S.D F4, -8(R1)

BLE R1, R3, BUCLE
A total time of $1+5 \cdot 11=56$. Again, we need a cycle for the initiation code. Each iteration needs 13 cycles. Because there is no delay slot, it is not necessary to add a stall after the jump instruction (BLE).

$$
\text { Speedup }=66 / 56=1,17
$$

Section 4 Next, the modified code:
DADDUI R3, R1, \#32 ; Only the first time
BUCLE:
L.D F0, 0 (R1)
L.D F2, 0 (R2)

Stall
Stall
ADD.D F4, F0, F2
Stall
Stall
Stall
Stall
S.D F4, 0 (R1)
L.D F6, 8 (R1)
L.D F8, $8(\mathrm{R} 2)$

Stall
Stall
ADD.D F10, F6, F8

```
Stall
Stall
Stall
Stall
S.D F10, 8(R1)
DADDUI R1, R1, #16
DADDUI R2, R2, #16
BLE R2, R3, BUCLE
L.D F0, 0(R1)
L.D F2, 0(R2)
Stall
Stall
ADD.D F4, F0, F2
Stall
Stall
Stall
Stall
S.D F4, 0(R1)
```

In total, we now have 2 iterations inside the loop. In addition, the fifth iteration of the original loop is now done at the end. The time required is:

$$
1+2 \cdot 23+10=57
$$

If you also re-schedule the instruction, you can have:

```
DADDUI R3, R1, #32 ; Only the first time
BUCLE: L.D F0, 0(R1)
L.D F2, 0(R2)
L.D F6, 8(R1)
L.D F8, 8(R2)
ADD.D F4, F0, F2
Stall
ADD.D F10, F6, F8
DADDUI R1, R1, #16
DADDUI R2, R2, #16
S.D F4, -16(R1)
Stall
S.D F10, -8(R1)
BLE R2, R3, BUCLE
L.D F0, 0(R1)
L.D F2, 0(R2)
Stall
Stall
ADD.D F4, F0, F2
Stall
Stall
Stall
Stall
S.D F4, 0(R1)
```

The new time is:
$1+2 \cdot 13+10=37$ ciclos

